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TRAINING ANEURAL NETWORK TO IDENTIFY OBJECTS BY PARAMETERS IN
NON-OVERLAPPING SPACES

Abstract. The present moment is characterised by the active use of digital information
processing technologies in electronic communications systems. An important task in this case is to
develop methods and algorithms for deciding whether a certain object O belongs to one or another

m-th class: O,,,m=1,2,..M,M =2 —number of classes. This task can be solved with the use of neural
networks that implement the processing of k conditional estimates of physical parameters

X, X X X . . . - .
— L, —% objects, k=1,2,...,K, K —isthe maximum number of training steps, n is
m m m m

the current physical parameter that characterises the object and is an input to the neural network),
N — is the number of such physical parameters, N > 2.,

Contingent valuations &&X—*Xi are random, depend on the energy
m m m m
characteristics of the impacts and dynamically change over time, and the decision to determine
whether an object O belongs to one or another m -th class involves the use of neural networks, which
have the properties of learning and self-learning.
Suppose that, from the energy point of view, the input influences are powerful enough to assign

the object O to one or another m-th class O,,. Thanks to the expert's ability to accurately determine

- o\ : : X
the m-th class after receiving the k -th conditional vector of physical parameter estimates —, the
m

neural network will be trained by refining the lower and upper limits of displacements in the first
layers of perceptrons for each m-th class Q,, .., and Q,, ..., after the next estimates of physical

parameters are received and the expert provides the real value of the object O belonging to class m .
The article solves the inverse problem of finding, Q,, ..+ Qun max » Which ensure the specified

quality indicators in neural network training for the minimum number of steps K. The article
considers the implementation of a three-layer neural network trained by an experienced expert to
solve the problem of object identification by several parameters. The solution to the problem of object
identification by classes is presented for known distributions of conditional estimates of physical
parameters. The problem of object identification by classes at infinite signal-to-noise ratios in the
process of estimating physical parameters is solved. The expressions that determine the perceptron
displacement for the problem of object identification by classes when the spaces of true values of
input parameters do not intersect are found.

Keywords: neural network training, quality criteria for object distinction, errors of the first and
second kind of decision theory, indicators of quality.

Formulation of the problem in general terms. The modern development of digital
information processing technologies is associated with decision-making processes regarding the
object O ’s belonging to one of the m-th classes: O,,, m=12,...,M,M =2 — number of classes that

need to be processed k -th conditional estimates of physical parameters
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where K —maximum number of learning steps;
n — current physical parameter (influence on the neural network);
N —the number of physical parameters, N > 2.

X X L
— ...,— are random, depend primarily on the energy

m m m m

characteristics of the impacts, and change dynamically with time, and the decision on the object's O
belonging to one of the m classes involves the use of neural networks, which have the properties of
learning [1]-[3] and self-learning [4]. It will not consider here the synthesis of optimal algorithms
that will process the input influences and provide better estimates of physical parameters (estimates
of influences on the neural network). Assume that, from the energy point of view, the input influences
are sufficiently powerful to assign the object O to one of the m-th classes: O,, it is clear that more
powerful input influences should train the neural network in fewer steps K [5].

Let the neural network be trained by an experienced expert [6], who, each time after receiving
k -th vector of conditional estimates of physical parameters accurately determines the class m, to

which the object belongs O: O, vector of conditional estimates of physical parameters

k1 Xk2
'

Contingent valuations

X (& oo X XAJ is the k -th input influence on the neural network, which depends on

- o e e ™
the class of the object m and the energy conditions of the influence, summarised in k -th always a

Xo Ko X ,...,Xk“]>0 so, that Vk =1,2,.... K

k1

positive vector of true input influences x, = , ,
m m m m

X e X, UX,u...X U...u X, , where the areas of true input influences for the enrolment of the
mobject are continuous

Xon €[ X mins Xy ma |- (D)
where X, i X max— N -measurable fixed lower and upper bounds of the true values of input
influences for the object's enrolment O to m -th class:

Xm min (Xmlmin’ Xm2min7"" an min1ec e XmN min) )
X max = (Xmlmax’ Xz maxr = Xin maxr = X max)'

Decision on the belonging of the object O to O class is adopted when vk =1,2,...,K anevent
takes place:

X X,
m eI:Xmlmin’xmlmaxil(w?e | (2)
El:memin’ memax]m"'mXAEI:me min ! XmN max:l

m

. . . . X
Suppose that after receiving the k -th conditional vector of estimates of physical parameters —
m

, every n-th random effects are initially processed in two layers of perceptrons (see Fig. 1).
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Figure 1 — The first two layers of a learning neural network

The first layer of perceptrons generates output signals (reactions of the output layers) in the

form of expressions:
Xn
Ay = 1(F - an min ]

Xn
Anp = 1[; - an max }

where Q,, ... — Minimum value (lower limit of perceptron displacement) n-th impact for the object

to be included in the m class;
Qunma — Maximum value (upper limit of the perceptron displacement) n-th impact for the

object to be included in the m-th class;
1(x) — unit function (Heaviside function).
The second layer generates the signal defined by the expression:
Az = Aot ~ Az s 4)
The expert's ability to accurately identify m -th class after receiving k-th conditional vector of

, 1)

estimates of physical parameters X« / m, training of the neural network will take place by specifying
the lower and upper limits of displacements in the first layers of perceptrons for each m -th class:

Qm min :(lemin’QmZ min""’an min""’QmN min)
Qm max :(lemax’QmZ max""’an max""’QmN max).

After the next estimates of physical parameters are received and the expert provides the real value of
the object O belonging to class m.
If we denote by vectors Q,, ..., and Q,, ... displacement (6) on k-th learning step, the

()

. . . : X
displacements to be generated after processing k -th conditional vector of physical parameter —
m

estimates can be represented by functions:

Xk
Q(k+l)m min L[ka min’a]

(6)
Xk
Q(k+l)m max H ka maX’F
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It is clear that the functionalities should approximate the displacement of the perceptrons with
each k-th training step, k=1,2,...,K to certain, fixed quality indicators, whatever the initial

deviations Q,, i» and Q.. . - Ideally, it is advisable not to train the neural network at all (K =1)

k

X, . . . :
and whatever — is, assign it displacement vectors Q. ... =Qu min = Qmm, and
m

Qm max le max QZm max *

Analysis of recent research and publications. A considerable amount of fundamental and
applied research has been devoted to modelling the processes of neural networks, the results of which
are reflected in numerous publications [1]-[5]. For example, in [1]-[4], methods for optimising the
training of neural networks using adaptive algorithms are considered. General approaches to the
design and modelling of neural networks are covered in detail in [2], [3], where special attention is
paid to forecasting results and analysing time series. Research papers [4]-[8] analyse the features of
machine learning neural networks, including ethical aspects and energy efficiency, and propose
various approaches to managing such systems. Publications [3]-[5], [10] describe deep learning
methods, investigate their functionality, and propose ways to assess the quality of these processes in
neural networks, in particular through binary models and integration with neuroscience [9]-[11].
However, the task of training a neural network to identify objects by parameters in non-overlapping
spaces has not been fully solved and requires scientific research.

The purpose of the article is to solve the inverse problem of finding displacements Q,, ..,

and Q,, .. that will bring us closer to the desired fixed quality indicators in neural network training

in the least number of steps K.
Summary of the main research material. It will solve the problem in a simple case when for
vm=12,....M =i,
X, "X, =D . (7)
Justification of the third layer of the neural network. The representation in the form of (4)
makes it possible to use the De Morgan’s law [7] and present the conjunction on N parameters (2) as
a response to input influences for the third layer of a neural network of a particular m-th class:

a, =10, 3w~ N +2), ®)

where ¢ —anon-zero small positive mixing of the perceptron in the third layer of the neural network.

The substitution in (8), taking into account (3) and (4), allows us to obtain a calculated
expression for the third layer of the neural network — a random discrete value that is a function of N
random conditional estimates of continuous physical parameters:

-1 z??[x“ww]{x—ni“?m" )| N

whose value is “0” or “1”.
The distribution of the discrete quantity (9) is easy to find when for the discrete quantity (9) is
easy to find when for vm=1,2,...,M, N — dimensional probability densities of the conditional

: X X .
estimates are known —k—wm (—kJ In this case, vm=1,2,...,M :
m m

plae 10U [0 [ 0 [ o [ & frSa ek o

'min
min Q2min QNmin min Q2min QNmin
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_ Cmoc [ Qamar oy | X g g %o g X
Plan=01Q,.Q_|=1-[" B wm[m]d d 2 (11)
Quality indicators and the criterion of the best neural network training. Let us take the
probabilities of first- and second-order errors of the theory of M -alternative decision-making as
indicators of the quality of neural network training [6].
Errors of the first kind are considered to be the adoption of erroneous decisions to assign an
object to the m -th class to which it does not actually belong. The probability of this event, taking into

account (10), is equal to:

s -2P()Pla-110.Q. -

3 o [ [P (s [P [P X X
SR o []dmdm 4%

(12)

min 2mln len min Nmin

where P(m) — classification of objects into classes.

The second kind of error is considered to be the false failure to assign an object to the m-th
class, the probability of which, taking into account (11), can be represented by the expression:

[ Qo (O | K (g K g Xe g Xy
- j[ IQ {n:]dmdni an]. (13)

me Nmin

To decide whether an object O belongs to the m -th class, we will choose a rigid criterion [8],
according to which the results of neural network training in the current training step are considered
better if (12) is uniformly minimal:

z a_ — min,

=1 %m

—z:ﬂam -log(a,) +zm:1am ~Iog(zr“::1am) —> max

for fixed g, =p4,=...= B, = =const.

Training a neural network for object classification at infinite signal-to-noise ratios in the
process of estimating physical parameters with known non-overlapping true value spaces.

(14)

. . : X
In the case of such powerful energy characteristics of input influences that — — x, the
m

distribution of conditional estimates in (10) and (11) degenerates:

Xo | N X _
wm[ - J—HHE{ - xkn], (15)

where &(x) — delta function, and for any X , €| Q

] taking into account (13):

mmln’ m max

B _ _IQl:aXIszax J‘QNNmaxH_l ( kn] ﬁdﬁ..dx_’\‘,

n szlﬂ m m m
taking into account (12):

am = i P Ileax '[szax -[QNNmax H —1 L
i1 min = zmin

whatever the distribution of P(i) is, and for (14) we get the best result:

]Xid 2.4 g
m m m
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min{zr“::lam}: 0
max{log(z:::lam )Z:Zlam -log(a, )}=log(M)

According to (16), the maximum value of entropy (the second equation of the system)

corresponds to a random variable evenly distributed over M classes, and the neural network will not
require further training even when the area of true input influences expands to the maximum:

Qm min :Xm min’Qm max :Xm max ! (17)
Taking into account (7), the assignment of offsets for the first layers of perceptrons in

. (16)

: . . X :
accordance with (17) allows for any k-th vector of conditional estimates— — x, to achieve an
m

unambiguous response of the third layer of the neural network (9): a, =0 ,if O¢O, and a, =1,
if0gQ,.
Training a neural network to identify objects by class, in the case of spaces of true values

of input parameters that are adjacent to each other.
The training results of the network (17) are valid only when each vector of current estimates

X . . . :
— — x, . For example, for any Kk -th estimate that is not powerful from the energy point of view
m

X ¢ X, there will be a region for which the neural network will not make any decision on whether
m

the O-th object belongs to the m-th class: O,, which may be perceived as the network's “lack of
training” to perform the task correctly. However, the neural network will not require further training
if the regions of the true values of the input parameters have n(M —1) common points in the M x N
— dimensional space of true input influences defined in (1):

XnmaX = Xlzmin 'Xlzma,X = Xl3min ”'Xl(N—l)max = Xlein
Xp =Ky Ky =Xy X =X
max min max 'min 2(N-1 2Nmin
. , — , (18)
X(Mfl)lmax = K12, KM 12, = Kwn3,, "'X<M—1)<N71)W = KMy,

X . . _— . :
Even when — = x, is estimated, the rule for assigning displacements to the first layers of
m

perceptrons (17), when (18) is fulfilled, allows solving the problem of identifying objects by classes
with certain indicators that depend only on the energy characteristics of the input influences.

Conclusions. Thus, the analytical and theoretical research conducted allows us to draw the
following conclusions:

1. The neural network for solving the problem of object identification by several parameters
will not require training, in the case of known spaces of true values of physical parameters of
influences that do not intersect and do not adjoin each other.

2. Further study of neural network training for object identification by several parameters
should focus on the following Q and Q,, ..., in case (18) is not fulfilled, taking into account (12)-

(14).

m min
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3. The final solution of the problem of object identification by several parameters is possible

only after the justification of the functionalities (6).
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JIIMUTPO €BI'PADOB,
CEPTIM LIOJIOXOB

HABUAHHSI HEWPOMEPEXI [JsI IJEHTH®IKAIII OB’EKTIB IO

ITAPAMETPAX Y IPOCTOPAX, IO HE NIEPETUHAIOTHCA

AHoTanis. J{ificHiuii MOMEHT Yacy XapaKTepHU3y€eThCs aKTUBHUM 3aCTOCYBAaHHSIM Yy CHUCTEMax

€JIEKTPOHHUX KOMYHIKalli nu(poBUX TexHOJOT1H 00poOku iHpopMalii. BaxnuBoro 3amayero nmpu
IIOMY € PO3pO0Ka METO/IIB Ta JITOPUTMIB MIPUUHATTS PIIIEHHS 1110JI0 HAJIEKHOCTI IEBHOTO 00’ €KTY

O 10 Toro a6o irmoro M -ro kmacy: O,,m=12,...,M,M > 2, —kinbkicts knacis. Lls 3a1a4a moxe

OyTH BUpIIIEHa 13 3aCTOCYBaHHIM HEHPOHHUX MEPEIK, AKi PeaTi3yIoTh 00p0oOKY K -X YMOBHHUX OI[iHOK
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. . X, X X, X . .

¢bi3nyHKX mapameTpiB ——,—= ..., —=,...,—~ o0’ekriB, k =1,2,...,K, K —MakcuManbHa KiJIbKiCTh
m m m m

KpOKIiB HaBUaHHS, N — MOTOYHMMA (PI3MYHUN MMapaMeTp, IO XapakTepu3ye 00 ’€KT Ta € BXIJIHUM

BIUIMBOM JJIs1 Heiipomepeki, N — KibKicTh Takux ¢izuuHux napamerpis, N > 2.

: : Xkl Xk2 an XkN L3 :
VYMOBHI OIIIHKH ——, peeey e MalTh BHUNAJAKOBUN XapakTep, 3allekaTh Bij
m m m m

CHEPreTUYHUX XapaKTEPUCTHK BIUIMBIB Ta JAWHAMIYHO 3MIiHIOIOTHCS Y Yaci, a MPUHHATTS PilICHHS

npo HaiexHicth 00’ekty O 1m0 Toro abo iHmIOro M-ro Kiacy mnependadae 3acTOCYBaHHS
HelipoMepek, IKUM MPUTaMaHHi BIACTUBOCTI HAaBYaHHS Ta CAMOHABYAHHS.

Hexaii, 3 eHepreTHYHOi TOYKH 30py, BXiJHI BIUIMBU JOCTAaTHbO MOTY>KHI JUIS BiJHECCHHS
00’ektry O nmo rtoro, a6o iHmoro M-ro kiacy O, . 3aBIsSKu BMIHHIO eKCIepTa OC3IIOMHIIKOBO

o . . . . X
BHU3HA4YaTH M -H KJ1ac I1CIIsI OTPUMAaHHA k -ro YMOBHOT'O BEKTOPY OL1HOK (1)13I/I‘lHI/IX mapaMeTpiB —-
m

HaBYaHHS HEHpOMEpeKi BiIOYBaTUMETHCS NITXOM YTOUHEHHS HIDKHIX Ta BEPXHIX TPAHUIb 3MILIICHb

y Hepux Iapax HeplenTpoHiB A KOXHOro M-ro xmacy Q. ...,Q iCIs HaIXOMKECHHS

m miax
YEepProBUX OLIHOK (i3WYHMX MapaMeTpiB Ta HAJAHHA €KCIEPTOM PEaJbHOr0 3HAUYEHHS HAJIEKHOCTI
00’exty O 10 kiacy m.

VY cTarTi po3B’A3aHa 3BOPOTHA 3ajaua BimmrykaHHa Q. .. Ta Q. ., fKi 3a HaliMeHIIy

KUTBKICTh KpOKiB K 3a0e3medyroTh 3aaHi MOKa3HUKH SKOCTI Y HaBUaHHI HelpoMepeki. Po3rissHyTo
peaizalito TpUIIapoBoi HEMpOMEpexKi, SKa HABYAETHCS JOCBIAUEHHUM EKCIEPTOM ISl PO3B’SA3aHHS
3amaul  igeHTHdIKaIii 00’€KTIB 3a JeKiIbkoMa mnapameTpamu. IlomaHuii po3B’s30K 3amadi
inenTudikaii 06’ €KTiB MO Kiacax 3A1MCHEHMI 1S BITOMUX PO3MOIIEHh YMOBHHUX OIIHOK (DI3UYHUX
nmapameTpiB. Po3B’s3aHo 3amady imeHTHdIKamii O00’€KTIB MO KjacaXx TMpPH HECKIHYEHHUX
CHIBBIJTHOILIEHHSX CUTHAJI/IIIYM y IIPOLEC] OLIIHIOBaHHS (PI3WYHUX MTapaMeTpiB. 3Hall1IeHO BUpa3u, K1
BH3HAYal0Th 3MIIIEHHS MEPLUENTPOHIB JAJIA 3a/1aui i1eHTH(iKalil 00’ €KTiB IO KJ1acax, KOJIM IPOCTOPU
ICTUHHUX 3HAa4€Hb BX1/IHUX apaMeTpiB HEe MEePETUHAIOTHCS.

KurouoBi cioBa: HaBuaHHS HEHPOHHUX MeEpEX, KPUTEpli SKOCTI pO3pi3HEHHS OO0'€KTIB,
MTOMMJIKM TIEPILIOTO Ta APYroro poay Teopii pillieHb, MOKa3HUKHU SKOCTI.
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