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The methodical bases of designing the security architecture of the IT infrastructure of the
enterprise are considered. The architecture of the security system provides the necessary level of IT
assets protection by describing approaches to the organization and formation of requirements for
personnel, processes and technologies. The task of IT security is to ensure the protection of valuable
information and its availability to authorized users. The security architecture includes three
components: the process of risk management discipline; network zoning; echelon protection. The
first component is based on the discipline of risk management. The process consists of four
successive steps: identification and valuation of IT assets; identification of security risks; security
risk analysis; reducing security risks. The second component is echelon protection — we assume that
countermeasures are created at five levels of IT infrastructure: physical access; networks; nodes; at
the data level; at the application level. The third component is network zoning. IT infrastructure is
logically divided into zones with different components and protection requirements — the private
zone contains assets that are fully controlled; the public area contains assets with which external
customers interact. The architecture of the IT infrastructure security defines the fundamental
principles of building IT services and their relationship. Security services consist of: perimeter
security services, certificate management services. The perimeter security service monitors the flow
of network traffic between two network segments, and provides: protection of internal servers from
network attacks; implementation of network zoning, access policies and network use; traffic
monitoring and detection of malfunctions. The Certificate Management Service is responsible for
managing the lifecycle of security certificates used in cryptographic information security and digital
signature systems. The certificate service, in particular, ensures the use of: digital signature; smart
cards for user authentication; secure mail; software authorization; use of IPSec protocol; use of an
encrypted file system; use of SSL and TLS protocols at the enterprise. When developing an IT
infrastructure security architecture, we highlight the following criteria for quality assessment: the
relationship between architectures, manageability, performance, consolidation, interoperability, and
standardization.

Keywords: data center, security systems architecture, availability, digital data protection and
management.

Problem statement. Technology is at the heart of almost every aspect of a modern enterprise,
from organizing employees workflow to operating activity, product manufacturing and provision of
services [1].

Flexible, reliable and secure IT infrastructure helps the enterprise achieve its goals and gain a
competitive advantage in the market. However, mistakes in the implementation of IT infrastructure
can lead to interoperability, productiveness and security, including system crashes and data leakage.
Properly implemented infrastructure can be seen as a determinant of business profitability [2].

IT infrastructure is a complex of interconnected information systems and services that ensure
the functioning and development of enterprise information communication tools [3].

Analysis of recent researches and publications. According to the ITIL Foundation Course
Glossary, IT Infrastructure can also be termed as “All of the hardware, software, networks,
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facilities, that are required to develop, test, deliver, monitor, control or support IT services. The
term IT infrastructure includes all of the Information Technology but not the associated People,
Processes and documentation” [4]. Leaders and managers within the IT field are responsible for
ensuring that both the physical hardware and software networks and resources are working
optimally. IT infrastructure can be looked at as the foundation of an organization’s technology
systems, thereby playing an integral part in driving its success [5]. With the current speed that
technology changes and the competitive nature of businesses, IT leaders have to ensure that their IT
Infrastructure is designed such that changes can be made quickly and without impacting the
business continuity [6]. While traditionally companies used to typically rely on physical data
centers or colocation facilities to support their IT Infrastructure, cloud hosting has become more
popular as it is easier to manage and scale. IT Infrastructure can be managed by the company
themselves or it can be outsourced to another company who has consulting expertise to develop
robust infrastructures for an organization [7].

Regardless of the choice of the IT infrastructure option for an enterprise, it is relevant to
develop a strategy for the development of the Corporation’s IT infrastructure based on the use of
advanced methodologies and concepts from leading manufacturers of hardware and software [8].

The following principle of building an IT infrastructure is proposed: IT infrastructure
architectures define a set of services. IT services are provided to three groups of clients. IT services
and clients are connected by 5 implementation scenarios. The integration of IT services is
determined by 5 architectures [9]. As IT Services, we understand information technology aimed at
maintaining the following elements in good technical condition: network devices, computing
technique, storage devices, automatic software deployment services, network services, perimeter
security services, directory services, file and print services, data management services, business
application services, IT management services, archiving and recovery services, certificate
management services, integration services [10], [11]. All clients of the Corporation are divided into
three main groups. If necessary, clients are divided within each category separately: employees,
partners and partner organizations, external consumers.

Implementation scenarios: data center (DC), department, remote office, extranet, Internet data
center.

Architectures: security, management, data storage, software applications, network.

One of the most important Architectures is Security System Architecture.

The main material research. The purpose of the article is to develop a methodological
framework for designing a security architecture for an enterprise IT infrastructure.

The task of IT security is to ensure the protection of valuable information and ensure its
availability to authorized users. Failure to perform the security task may result to:

1. Delete or change information.

2. Theft of information or service

3. Violation of business operations.

4. Damage to the company’s reputation.

The security architecture provides the necessary level of protection of the company’s IT assets
by describing approaches to the organization and formation of requirements for personnel,
processes and technologies.

The corporate infrastructure must be in compliance with ISO/IEC 27001 “Information
technology. Security techniques. Information security management systems. Requirements”. Data
center policies developed in accordance with these standards can provide the necessary level of
staffing, processes and technologies to ensure the proper use of IT assets by authorized users [12].

The security architecture is developed on the basis of three components:

1. The process of risk management discipline.

2. Network zoning.

3. Echelon protection.

IT assets

IT assets — resources have value for the work of the Corporation. IT assets include, two
components — data (information, information service) and levels.
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The security architecture provides data (or information) protection:
1. Confidential. Protection against unauthorized access and usage of information.
2. Integrity. Protection against unauthorized, unintentional modification or damage of
information.
3. Availability. The data center must provide information and all services in a timely
manner, for certain clients.
Levels are a set of nodes or devices that have the same type of functionality and can be
considered as one logical component.
Staff
Basic safety principles for staff:
1. Created and used security policy. CTBOpIHOIOTBCS 1 BHKOPUCTOBYIOTHCS MOJITHKA
Oe3IeKH.
2. The staff is enough qualified to protect the IT assets they work with.
3. Staff know about security policies and changes.
4. There are mechanisms to authenticate users and authorize their actions with data.
5. Administrators and commissions have the ability to audit actions and monitor policy
implementation.
The process of risk management discipline
The security architecture includes one process that is based on the Security Risk Management
Discipline (SRMD). The process consists of four consecutive steps.
1. ldentification and evaluation of IT assets.
The definition of assets includes the classification of data used in the Subsystems.
Levels (logical groups of similar devices and nodes) are distinguished in addition to
information.
Valuation of assets includes analysis of:
1. The physical cost of the IT infrastructure component:
a) the cost of hardware;
b) the cost of the software;
€) maintenance and operation costs;
d) replacement cost.
2. Business value — the value of the asset to fulfill the mission of the Subsystem.
3. Indirect cost.
4. Competitive value — the value of an asset in terms of transfer to another organization.
IT assets must be prioritized after identifiing and evaluating. Each asset is assigned an AP
(asset priority) value according to which assets are sorted. Factors influencing the formation of an
ordered linear list:
1. The value of the asset.
2. The price of its creation.
3. The price of its protection.
4. The price of its support.
5. The price of its restoration.
6. Asset value for competitors.
The result of the first step of the process will be four documents:
1. List of classified data.
2. List of classified levels.
3. List of valued assets.
4. List of assets that have priority.
2. ldentification of security risks.
The identification of security risks is based on the following terms:
1. Threat — a potential danger, person, thing or event that threatens the safety of the
asset.
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2. The threat — the kind of threats — criminal, hacker, fire, earthquake.
3. Vulnerability — hardware, software, procedural point is convenient for an attack by a
threat agent.

4. Attack method (exploit).

5. Risk — the value of the function that links the asset, threat, vulnerability and method
of attack.

Risk identification includes:

1. Threat analysis. Who threatens each of the assets?

2. Assessing vulnerabilities. What are the asset vulnerabilities? What attacks have taken
place in world practice? What are the consequences of these attacks?

3. Creating a list of risks (Fig. 1):

a) risk identification in the format “IF the threat agent uses a method or tool to affect

the vulnerability, THEN the loss (confidentiality, integrity, availability) of the asset may result”;

®

CONDITION } > { CONSEQUENCE }

integrity, or availability)

. to an Asset
IF uses a | 100k technique, | 1, oy nioit | aVulnerability | THEN a loss [ (confidentiality, ] may result
or method in an impact

( N

Proactive

Reactive

Lower Mitigation Plan an _ Live with

probability consequence,

or threat or ) cannot

impact of the - Proactive or - mitigate cost

vulnerability Reactive or effectively
- Acceptance -

Figure 1 — Risk management methodology

b) etermining the level of additional risk: the level of data, applications, node,
network, physical access;

c) determination of critical factors (CF) — the level of destruction of the asset in the
event of a successful attack;
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d) determining the level of the cost of the attack (E) — the amount of knowledge,

experience, work required to perform the attack;

e) determining the level of susceptibility to this type of attack (VF) is a factor that
allows you to associate different assets with one type of attack.

4. Risk assessment — the process of quantitative risk assessment.

The result of the second step of the process will be three documents:

1. List of threats and methods of their implementation.

2. List of vulnerabilities.

3. Table of risks.

3. Risk analysis.

For each of the selected risk determined following parameters on the third stage:

1. Probability of risk.

2. The result of the risk (consequences).

The “Basic list of priority risks” is created as a result of the analysis of all received
quantitative characteristics of risks

4. Development and risk reduction.

Only risks from the document “Main list of priority risks” are taken into account. A strategy
of countermeasures is formed for each of the described risks. The result of the step will be one
document: “Countermeasures Strategy”.

Network zoning

One of the good practices that helps to analyze and reduce risks are zoning network. IT
infrastructure is logically divided into zones with different components and protection requirements —
the private zone contains assets that are fully controlled; the public area contains assets with which
external clients interact (Fig. 2).

Clients Partners Corporate clients
i A

Public network connection zone Public network connection zone

v

. . > .
Perimeter zone Perimeter zone Perimeter zone

Application services zone IT infrastructure perimeter
z0ne

1T infrastructure perimeter

Application services zone
zone

Corporate clients zone Corporate clients zone

Department Remote office

Data zone Data zone

Internet data center Corporate data center

Figure 2 — Corporation network zoning

Security architecture involves using 6 security zones (Table 1)
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Table 1 — Operator safety zones

Name Zones

Description

Public network
connection area

Contains public network connection systems, network flow
protection and inspection systems.

Perimeter area

Contains systems for remote connection, content caching,
presentation-level application server.

Application area

Contains application servers and database management servers.

IT infrastructure
services area

Contains security management systems, network, users and IT
infrastructure.

Data Zone

Contains storage, backup and recovery systems.

Corporate customer area

Contains workstations and devices of the company’s employees.

Between the zones identified and implemented the restrictions listed in Table 2.

Table 2 — Restrictions between the Operator’s safety zones

Source area | Destination area Restriction

Public Private

A device for analyzing network packets located between
the zones.

Only network traffic of ports 80 and 443 is allowed to

Public Private

pass between zones.

If users authenticate themselves at any level in this zone,
Public N/A the layer must provide an encrypted channel for

information exchange.

The second practice of risk reduction — Echelon protection - assumes that countermeasures are

created at five levels of IT infrastructure (Fig. 3):
1. Level of physical access.

2. Network level.
3. Node level.

4. Data level.
5

The level of applications.

— T
[

APPLICATION DEFENSE
[ ——
DATA DEFENSE
e~

HOST/DEVICE DEFENSE
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Figure 3 — Levels of echelon protection in the Corporation

Since in most cases an agent needs to use or bypass multiple layers to launch an attack,

placing countermeasures at all layers can significantly reduce the risk. As an example, the

Corporation’s IT infrastructure must remain secure when the firewalls are disabled.

Protection technologies

Each component of the IT infrastructure includes protection mechanisms. It is advisable to
highlight the list of all mechanisms in a separate Table 3.
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Table 3 — Defense mechanisms

Defense mechanisms | Types of risks
Application layer
Identifies and responds to unauthorized URL strings.

HTML content filters

Data layer
Authorization (NTFS ACL) | Denies access to data for unauthorized clients.
Encryption Reduces the risk of listening t information in the Internet and read
(IPSec, EFS, SSL) data from data storage to bypass authentication mechanisms.
Node level
Internet Information Services | Provides an additional layer of protection for the 11S 6.0 application
(11S) 6.0 Hardening server and helps avoid configuration errors.

Brings the system to a basic level of security by configuring over
1200 parameters.

Network layer
Firewalls provide network traffic inspection and are located
between network zones.
Internet Protocol Security | Protects the integrity and confidentiality of network traffic.

Security templates

Firewalls

(IPSec)
Physical access layer
Physical access control Controlled access to the rooms and floors of the Corporation.
Tourniquet Access control to the territory of the Corporation.
Management

The security architecture must be manageable and include appropriate people, processes and
technology (Table 4).

Table 4 — Roles in security architecture

Role cluster Role name
Operations, Release, | Security manager
Infrastructure, Support, | Human Resources Security Manager
Security Operating Systems Security Engineer

Hardware Security Engineer
Network security engineer
Physical Access Security Engineer
External Contractor Manager
Security auditor

When developing an IT infrastructure security architecture, we highlight the following criteria
for assessing the quality of the system:

1. The relationship between architectures.

The security architecture is interconnected with all IT infrastructure architectures:
management; data storage; applications; network.

2. Controllability.

Controllability is a defining feature of a security system. An unmanaged security system is
very difficult to protect. Without the use of monitoring mechanisms — potential breaches of
protection may go unnoticed. Without diagnosis more difficult to resolve security issues.

The approach of using zones adopted for the security system can also be used for its
management. Each security zone can be considered as a management area, and security
management tasks can be assigned to local administrators, if necessary.

Use of administrative roles

Roles in the Security cluster perform the following general responsibilities:

— assistance in monitoring the correctness of IT resources;
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— intrusion detection and virus protection;

— providing protection by refusing service;

— determination of hiding policies and secure data transfer;

— performing an audit and reporting on its results;

— designing an effective security system and management system for network domains;

— testing and implementation of strategic protection technologies;

— monitoring and assessment of network vulnerabilities;

— providing a rapid response to intrusions in real time;

— public key infrastructure management;

— management of IP security requirements;

— management of authentication and access requirements;

— management of the application and requirements of user policies (for example, password
policy);

— management of external and physical security requirements (for example, access to
computer laboratories);

— management of requirements for secure messaging;

— providing ongoing technical support and advice on relevant issues for various security
initiatives in the organization.

System administration

For a security manager a centralized approach to security administration is quite simple, as all
tasks are concentrated in one place. However, the security architecture may make remote
management impossible due to certain security limitations.

Security also depends to some extent on the remote distribution of software, including how
quickly it updates the client software VPNs and antivirus programs. Systematic administration of
the tools used to implement security and level protection can be a challenge. When the organization
adopts a strategy of deep protection, it leads to an increase in the complexity of environmental
management depending on the importance of the components.

3. Productivity.

The performance of a security system primarily depends on what technologies and constraints
are implemented in the environment.

— packet filtering at the network level. In almost all situations, packet filtering increases the
time it takes to transmit from source to destination. The delay depends on how the packets are
checked. For example, frequent application-level proxy checks take longer than simple port
filtering, as this process requires more in-depth packet research.

— encryption. Data encryption always leads to the transfer of more data, and also creates an
additional load on the processors of devices that perform encryption and decryption. Such loads can
be transferred to special hardware.

4. Consolidation.

What the security system will be — separate or consolidated, is determined by the network
architectures and software that it supports. Facilitating the management of the security system is a
determining factor in the consolidation of server and network devices. But consolidation should
take into account the requirements for data security zones and structures designed to support
security.

5. Interoperability.

All measures to reduce risks should be implemented as part of the security policy. There are a
number of interoperability standards for technology implemented as part of a security system.

6. Standards.

ISO/IEC 27001 “Information technology. Security techniques. Information security
management systems. Requirements” and other [12] - [17].
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Conclusions. The IT infrastructure security architecture defines the fundamental principles of
building IT services and their relationship. Also, the requirements for the creation of IT services are
formed on the basis of architecture.

Security services consist of: perimeter security services (provider edge (PE) perimeter and
internal, proxy/cache services), certificate management services — Public Key Infrastructure (PKI).

The firewall service monitors the flow of network traffic between two network segments. The
service provides:

1. Protect internal servers from network attacks.

2. Implementation of network zoning, access policies and network use.

3. Traffic monitoring and detection of malfunctions.

PKI Certificate Management is responsible for managing the lifecycle of security certificates
used in cryptographic information security and digital signature systems.

The Certificate Service, in particular, provides use in the Corporation:

Digital signature.

Smart cards for user authentication.
Secure Mail (S / MIME).

Software Authorization (Authenticode).
Using the IPSec protocol.

Using the 802.1x protocol.

Using an encrypted file system (EFS).
Use of SSL and TLS protocols.

When developing an IT infrastructure security architecture, we highlight the following criteria
for quality assessment: the relationship between architectures, manageability, performance,
consolidation, interoperability, standards.
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OJIET KOITIMKA,
OJIEKCAHJIP ILIATIOBAJI

APXITEKTYPA 3ABE3NNEYEHHSA BE3NIEKA CYYACHOI IT IHOPACTPYKTYPH
HIAIPUEMCTBA

Po3risiHyTOo MeTOAMYHI OCHOBH MpPOEKTYyBaHHs apXiTekTypu Oesneku IT iH(pacTpykTypu
HiANpUeEMCTBA. APXITEKTypa cucTeMH Oesrneku 3abe3neuye HeoOXigHUN piBeHb 3axucty IT akTuBiB
IUIIXOM OMNHUCY MiAXOJIB MO opraHizamii i (opMyBaHHIO BHUMOI 0 IEpPCOHANy, MHPOLECIB 1
TexHonorii. 3aBnanHs Oesneku [T momsirae B 3abe3neueHHi 3axWCTy MLiHHOI 1H@OpMamii 1 ii
JOCTYITHOCTI aBTOPU30BAaHUM KOpHUCTyBauaM. ApxiTekTypa Oe3leku BKIOYae B cede Tpu
KOMITOHEHTH: TPOIIEC AUCIMILTIHNA YIPABIIHHS PU3MKaMH;, 30HYBaHHS MEPEXKi; CHICTOHHUN 3aXHCT.
Ilepia koMoHeHTa 6a3yeThCs Ha TUCLUIUIIHI yIpaBIiHHS pU3UKaMu. BoHa ckiagaeTbes 3 4OTUPHOX
MOCTIIOBHUX KPOKIB: BU3HAUEHHS Ta OIiHIOBaHHS [T-akTuBiB; imeHTHdIKaIs PU3MKIB Oe3MeKH;
aHaJi3y pU3MKIB O€3MEeKH; 3MEHIIEHHS pU3UKIB Oe3neku. [Ipyra KOMIIOHEHTa 1€ eLIeIOHHUN 3aXUCT,
3a SIKUM KOHTP3aXxOAM CTBOPIOIOThCS Ha I'aAtu piBHAX IT iHdpacTpykTypu: (pismuHOMYy IOCTYIIL;
Mepexi; By3JIiB; Ha PiBHI JJaHUX; Ha PiBHI NPUKIATHUX HporpaM. Tpers KOMIOHEHTA 1€ 30HyBaHHS
Mmepexi. [T iHppacTpykTypa JOriYyHO AUIUTHCS Ha 30HH 3 PI3HUMHU KOMIIOHEHTaMH Ta BUMOTaMH JI0
3aXUCTy — y NMPHUBATHIM 30HI aKTUBHM TMOBHICTIO KOHTPOJbOBaHI; y MyOsivyHINA 30HI nependadaeTbes
B3a€MO/1isl 30BHIIIHIX KOPUCTYBauiB 3 akTuBaMu. Apxitekrypa Oe3neku IT iHppacTpykTypu BU3HaYae
¢dbynnamenTanbHi npuHounu nodynosu IT cepBiciB 1 B3aeMo3B 5130k Mixk HUMH. CepBicu Oe3nexu
CKJIaJAOThCSI 3: CIYXKOU 3aXUCTy MEPUMETPIB, CIykOu yrpaBiiHHS cepTudikaTamu. Ciryx0a 3aXucty
NepruMeTpa KOHTPOJIIOE MOTIK MEPEXEBOro Tpadiky MixK IBOMa CETMEHTaMU MEpexi, Ta 3a0e3neuye:
3aXHCT BHYTPIIIHIX CEpBEPIB BiJl MEPEKEBHUX aTaK; peasi3allilo 30HyBaHHS MEpPexi, HOMITUK JOCTYILY
Ta BUKOPHCTaHHS MeEpeXi; MOHITOPUHI Tpadiky 1 BHUSBIEHHA NOpymeHb B pobOoTi. Ciyxba
YIOpaBIiHHA CepTU(IKaTaMH BIINOBIJAE 3a YNPABIIHHS KUTTEBUM LUKIOM cepTU(dikaTiB Oe3mnexwu,
10 BUKOPUCTOBYIOTHCSI B CHCTEMax KpunTorpadiqHoro 3axucty iHbopMallii Ta mudpoBoro mimnucy.
Cnyx0a ceprugikariB 30kpeMa 3a0e3nedye BUKOPUCTAHHS Ha IMIIPUEMCTBI: IUPPOBOTrO MiIHUCY;
CMapT-KapT Uil ayTeHTH(iKalii KOPHUCTYyBauiB; 3axHILIEHOI MOIITH; aBTOPH3allii MPOrpamMHOro
3a0e3neveHHs; BUKOPUCTaHHS mpoTokony IPSec; BukopucTanHs mmdpoBaHoi (aiioBoi cucTtemu;
BukopuctanHs nporokoiiB SSL i TLS. Ilpu po3pobiieni apxitekrypu Oesnexu IT indpactpykrypu
BUJIJICHO TakKi KpUTEPii I OIIIHKK SKOCTI: B3a€MO3B’S30K MDK apXiTEKTypamH, KEpOBaHICTb,
MIPOYKTUBHICTh, KOHCOJIIAITIS, IHTepOIIepabebHICTh Ta CTaH apTH3AITis.

KurouoBi cioBa: nara-mieHTp, apxiTEKTypa CHUCTEMH O€3MEeKH, IOCTYIHICTh, 3aXHCT 1
yIpaBIiHHS TU(PPOBUMHU TaHUMH.
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METHOD OF IDENTIFICATION OF DATA ROUTES IN WIRELESS SELF-ORGANIZED
NETWORKS

Proposes a method for identifying data routes in wireless self-organized networks on the basis
of genetic algorithms. The features of building networks of this class are described. The main tasks
of the functioning of control systems of wireless self-organized networks were defined. It was
emphasized that for complete functioning of wireless self-organized networks control systems was
maintaining of adequate quality of their service, which included the process of changing data
transmission routes and predicting the time of changes in routes. It was justified that forecasting
allowed you to set up the network in time to prevent overloads, errors, failure,to predict changes in
data transmission routes in different situations. The forecasting process was described. It was found
out that to solve the forecasting tasks, it is advisable to use a genetic algorithm, in particular, the
problems of multicritical optimization. This is due to the principle of multicritial optimization,
which consists in searching for the optimal solution that simultaneously satisfies more than one
target function. The routing system, its tasks and features of construction are described. The model
of the forecasting subsystem is described, its importance is emphasized. The concept of
identification and its methods (active, passive) are defined. It was considered the work of the rapid
genetic algorithm in which due to the presence of a special elite population we can significantly
reduce the time of searching for acceptable solutions on separate steps of measurements, compared
to the classic genetic algorithm. The stages of the work of the rapid genetic algorithm are described
and the corresponding calculations with graphical display are carried out. The essence of
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