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Information security is a dynamic field in which methods and means of protection against
threats and their destructive component are rapidly changing and improving, which is a challenge
for organizations and society as a whole. Therefore, information systems related to cybersecurity
require a constant flow of knowledge from internal and external sources, the volume of which is
constantly growing. The introduction of big data sets in the field of cybersecurity provides
opportunities for application for the analysis of data containing structured and unstructured data.
The application of semantic technologies to search, selection of external big data, and description of
knowledge about the cybersecurity domain require new approaches, methods, and algorithms of big
data analysis. For selecting relevant data, we are offered a semantic analysis of metadata that
accompanies big data and the construction of ontologies that formalize knowledge about metadata,
cybersecurity, and the problem that needs to be solved. We are proposed to create a thesaurus of
problems based on the domain ontology, which should provide a terminological basis for the
integration of ontologies of different levels. The cybersecurity domain has a hierarchical structure,
so the presentation of formalized knowledge about it requires the development of the hierarchy of
ontologies from top to bottom. For building a thesaurus of problem, it is proposed to use an
algorithm that will combine information from information security standards, open natural
information resources, dictionaries, and encyclopedias. It is suggested to use semantically marked
Wiki-resources, external thesauri, and ontologies to supplement the semantic models of the
cybersecurity domain.

Keywords: big data analytics, cybersecurity, ontology, thesaurus, unstructured information,
metadata, wiki technologies, semantic similarity.

Problem Statement. For today’s, the issue of information security (I1S) is a major problem in
the activities of every organization or individual. The sphere of IS is a very dynamic area that
requires constant monitoring of information coming from both internal and external information
resources. Using data from networks and computers, analysts can extract useful information from
data using analytical methods and processes. The dynamicity of the IS area generates big data that
need to be processed in batch or transactional mode for rapid IS decision-making. Big data
Analytics is used for decision making in information security systems [1]. The decisions can be
made more judiciously using the results of the analysis, including actions that need to be taken and
recommendations for improving policies, guidelines, procedures, tools, and other aspects of
network processes. Big data analytics is a new analytics technology that enables the collection,
storage, processing, and visualization of vast amounts of data. Such analytics take into account the
main characteristic properties of big data [2].

The analysis of other works shows that, despite the high interest in big data, their analytics for
cybersecurity, and availability of various technological means of their storage and processing, there
are currently no relevant methods for selecting a pertinent subset of external big data blocks based on
semantic description of metadata suitable for problem-solving. This is due to the unstructured nature
of big data, its complexity, and diversity. The traditional metadata is the technical information that
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characterizes the time of content creation, its volume, formats, etc., but does not relate to the content
of the information contained in this data. Often, metadata are their meta-descriptions in natural
language for many blocks of big data, ie annotations or explanations that require further semantic
processing to make an appropriate decision about the choice of big data. There may be no problems
with the selection of internal big data, as they have been accumulated within the organization in the
process of performing cybersecurity tasks. The difficulties arise with external blocks of big data,
which are needed for a complete data set and obtaining a quality result based on analytics. Creating an
ontology of the cybersecurity domain will solve the problem of analyzing natural language
annotations and the relevance of selected blocks of big data to solve the problem of IS. The ontology
aligns terminology with those knowledge structures that are related to modern IS standards.

Analysis of recent researches and publications. The current situation regarding the storage,
exchange, and processing of information, characterized by the intensive introduction of technology,
the spread of local, corporate and global networks in all spheres of life of a civilized state, creates
new opportunities and quality of information exchange. In this context, the question arises that
information is protected and secure at the same time. The need to address this issue is actualized by
the factors listed in [3].

Thus, we are faced with the task of determining the relationship of the basic concepts used in
the search and navigation of resources related to the categories of “information security”, “IS” and
“cybersecurity”.

In the work [4] it is proposed to use a thesaurus approach to formalize domain terminology.
The information security thesaurus reflects a wide range of essential properties, features, and
relationships inherent in this specific type of security. We agree with researchers [5] - [7], who
distinguish three groups of terms of information security theory:

— terms that define the scientific basis of IS. This group includes terms that are used in
many fields of knowledge and are unambiguous, semantically unified, and stylistically neutral;

— terms that define the subject basis of IS. This group of terms denotes concepts and their
relationship with other concepts in the field of information security as a special field of knowledge;

— terms that determine the nature of the activities to ensure IS. This group includes terms
denoting objects, phenomena, processes, their properties, and relations characteristic of this sphere.

But a more universal approach to big data analytics requires the use of ontological analysis
and the creation of an IS orthology. Today, there are many developments in this area, but the issues
of their mutual integration and compatibility with applicable systems remain open. The ontological
model of IS allows to formally define the relationship between the basic concepts related to the
categories of “information security”, “IS” and “cybersecurity”.

The IS thesaurus is integrated with the concepts of information security, application security,
network security, Web security, and security of critical information infrastructure [8], [9].
Application security is defined as application software products, as well as information and
software resources and processes involved in their life cycle. Network security involves the design,
implementation, and use of networks within an organization, between organizations, between
organizations, and users. Internet security refers to Internet services and related information and
communication technology systems and networks.

For using big data as an external source of information, such as from the Web, you must first
filter out the desired pertinent set of data sets that will be used for big data analytics. Preliminary
cleaning of data and their preparation for analysis can be performed based on metadata analysis (eg,
annotations). Metadata — data about data or data elements, possibly also their data descriptions, data
on data ownership, access paths, access rights, and data changes during their processing.

For a data set to be considered big data, it must have one or more characteristics, the so-called
“SV?” characteristics: volume, speed, diversity, certainty, value [10].

Reliability and value are very important characteristics for obtaining high-quality results of
big data processing. Reliability refers to the quality or accuracy of data that may cause data
processing to eliminate erroneous data and noise. Value is defined as the usefulness of data for the
enterprise and the characteristic is related to reliability, because of the higher the accuracy of the
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data, the greater their usefulness. The value also depends on the data processing time, as the
analytical results have a certain shelf life. Also in [11] identified the main problems that exist today
in big data technology and need to be addressed. Analysis of scientific publications [12] shows that
the gquestion of the relevance of metadata used in big data is more acute than ever, so new strategies
and approaches are being developed today.

The purpose of the article is to develop a thesaurus of the task to find the appropriate big
data (an existing problem for solving), the new terms of which will supplement the terminological
set of the domain ontology and establishing semantic connections between them. And also develop
the generation algorithm to build such thesaurus with using of information security standards, open
dictionaries on information security and encyclopedias, and descriptions of competencies of IS
specialists are proposed. Thesaurus IS will allow displaying the most important knowledge of the
area for the task, but the time for its processing and construction will be much less than the time of
comparing ontologies with unstructured natural language text. Such thesaurus will significantly
speed up the analysis of descriptions of learning outcomes.

The main material research. The introduction of big data sets in the field of IS opens up
opportunities for the analysis of very large sets containing both structured and unstructured data.
The availability of big data sets has created difficulties that we have to deal with not only in terms
of semantics and analytics but also in terms of data management, storage, and distribution.
However, an ontological approach based on analytical data provides a practical basis for addressing
the semantic challenges presented by data sets. The life cycle of big data analytics (see Fig. 1) is
nine stages [2]:

1. Analysis of the problem.

Data identification.

Collecting and filtering data.

Data transformation.

Checking and cleaning data.
Aggregation and presentation of data.
Data analysis.

Data visualization.

. Use of analysis results.

Analysis of the problem. The IS big data analytics lifecycle begins with the rationale,
motivation, and purpose of the analysis. This analysis allows you to determine the type of big data
to be used (batch, transactional, internal, external).

Data identification. The data identification stage defines the data sets required for analytical
calculations and their sources. Using a wider range of data sources can increase the likelihood of
finding hidden patterns and correlations.

Collecting and filtering data. In this step, data is collected from all data sources that were
identified in the previous step. The data is then filtered to remove corrupted data or data that is not
relevant for analysis purposes.

Metadata (see Fig. 2) can be added to large internal data or external data to improve
knowledge about them, their classification, and queries. Examples of added metadata include the
size and structure of the dataset, source information, creation or collection date and time, and
language-specific information. It is very important that the metadata is machine-readable and
passed on to subsequent stages of analysis.

Data transformation (data extraction). This step is designed to transform big data into a format
that is used by the underlying analytics software.

Data validation and cleaning. Incorrect data can distort and falsify analysis results. This step
is designed to create complex validation rules and remove any known invalid data. Big data
solutions often get redundant data across different datasets.

CoNook~wD
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Aggregation and presentation of data. This stage is designed to integrate multiple datasets
together to achieve a unified view. Data can be spread across multiple datasets, requiring datasets to
be combined through common fields, such as date or ID.
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Figure 1 — The nine stages of the big data analytics lifecycle [2]
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Figure 2 — Metadata is added to data from internal and external sources [2]

This step can be complicated by differences in:

— data structure — although the data format may be the same, the data structure model may
be different;

— semantics — a value marked differently in two different datasets can mean the same thing,
for example, “surname” and “last name”.

— data analysis. The data analysis phase is about performing the actual analysis task, which
usually includes one or more types of analytics. This stage can be iterative, the analysis is repeated
until a matching pattern or correlation is found.
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Data visualization. The ability to analyze huge amounts of data and come up with useful
insights doesn’t matter if the analysts are the only ones who can interpret the results.

The semantic approach is used at all stages of the big data life cycle. Ontologies are widely
used now in distributed intelligent applications to explicitly describe the domain knowledge system
or information resource. Domain ontologies and task thesauri are the main semantic elements of
metadata analysis. In the general case, ontology is an agreement on the shared use of concepts that
provides the means of domain knowledge representation and agreement about their understanding.
IS ontologies now become an active provider of data element relationships that can use machine
learning and artificial intelligence algorithms to adapt to changes in the environment [13].

To create an ontology of the entire IS domain, it is necessary to integrate existing ontologies
and improve them.

Unified IS ontology (UCO) [7]. Is designed to support the integration of knowledge in IS
systems and should unify the most widely used information security standards. The ontology
includes and integrates disparate data and knowledge schemes from different IS subsystems and is
the most commonly used IS standards for sharing and sharing. The UCO can serve as a knowledge
core for the IS domain.

A detailed description of the knowledge about the IS domain requires the development of a
hierarchy of ontologies, starting from the top level to the bottom. The top-level ontology includes the
basic concepts of the domain, which have previously been defined in ontologies on this topic. Below
are mid-level ontologies that focus on the user, events, network operations, and geospatial data related
to IS. Lower-level ontologies describe specific IS domains that require an industry-specific solution.

In the field of IS, a large number of ontologies have already been created that reflect various
individual aspects of this subject area. For example, researchers have developed application
ontologies to identify and classify network attacks: an ontology for distinguishing network security
status [14]; ontology of intrusion detection [4]; ontology for automated classification of network
attacks [15]; ontology for predicting potential network attacks [16].

Other ontologies can provide an adaptive vocabulary that can improve behavioral analysis and
help stop the spread of threats. Terms for such IS ontologies can be obtained from open sources,
such as a dictionary of IS terms [17] and the standards of this subject area.

This information, provided in Web Ontology Language (OWL), can be reused and integrated
into a variety of applications. In Fig. 3, a fragment of such an ontology of upper level IS is given.
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Figure 3 — Information security ontology (fragment) [18]
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It is easier than from unstructured National League (NL) documents to extract information from
those information resources (IR) that contain semantic markup. Examples of such IPs are semantized
Wiki resources. Links between Wiki pages for which the content is explicitly defined can be used to
build the ontology For example, on the portal of the Great Ukrainian Encyclopedia [19]. For this, you
can use the pages of the category “Information security systems”.

Ontology is a knowledge base that describes facts that are always assumed to be true within a
particular community based on the generally accepted meaning of the thesaurus. Since thesaurus is
a special case of ontology, which allows representing concepts so that they become suitable for
machining and automated processing. It can be considered as a model of the logical-semantic
structure of domain terminology. In the work [20] it is proposed to use a thesaurus approach to
formalize the terminology of the subject area in the field of IS. Thesaurus IS reflects a wide range
of essential properties, features, and relationships inherent in this specific type of security.

The task thesaurus is a special case of the subject area ontology, which contains only
ontological terms (classes and instances), but does not describe (or limitedly describes) the
semantics of the relationship between them to analyze natural language texts. It can be
automatically generated by the ontology of the subject area and natural language description of the
problem [21]. A simple thesaurus of the task is a thesaurus based on the terms of one ontology of
the subject area. A compiled thesaurus of the task is a thesaurus based on the terms of two or more
ontologies of the subject area.

Formal models either of ontologies or of thesauruses include as the basic concept the terms
and connections between these terms. The collection of the domain terms with the indication of the
semantic relations between them is a domain thesaurus. A formal model of thesaurus is based on
formal model of ontology:

Th=<T,,R,,1 > Q)
where T, < T —finite set of the terms;
R, < R —finite set of relations between these terms;

| — additional information about terms (this information depends on specifics of thesaurus
goals and can contain, for example, the weight of term or its definition).

Task thesaurus has the simpler structure because it does not include ontological relations and
has additional information about every concept — it’s weight w, e W,i =1,n . Therefore, formal
model of task thesaurus is defined as a set of ordered pairs Th,, =<(t; €T,,,w, eW),J, 1 > with
additional information in | about source ontologies.

The user has to formalize task if he/she needs the personified processing of information. The
domain of task is formally characterized by domain ontology, and the task itself can be
characterized formally by use of task thesaurus or informally — by its NL description, keywords, or
example documents. The task thesaurus can be either built by the user manually or generated
automatically by analysis of available NL documents and other IRs.

For construction of the task thesaurus, every IR is described by not empty set of the textual
documents connected with this IR — text of content, meta descriptions, results of indexing etc. If IR
contains multimedia content then this content can be transformed into text (by speech and text
recognition methods etc.) methods. The algorithm of IR thesaurus generation has the following steps:

1. Formation of initial non-empty set A of the textual documents a, connected with this IR

as an input data for the algorithm. A={a},i =1,n. Each of documents a, from the set A has the

coefficient of importance (for example, metadata of video are more important than the recognized
speech) that allows defining the different weight of document elements for IR thesaurus).
2. IR dictionary construction. For every, a; the set of words D(a, ) is constructed. D(a, ) is a

dictionary that contains all words that occurred in the document. Dictionary of A is formed as a sum
of the D(a;): Dy, =|JD(a;).
i=1
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3. Generation of IR thesauruses (see Fig. 4). With the use of domain ontology IR, thesaurus
T is created as a projection of the set of ontological concepts X into the set D,;. Ty < X . This
step of processing is aimed to remove stop-words and terms from other domains that are not
interesting for the user. The main problem deals with semantic connection of NL fragments (words)
from T, with concepts from the set X of domain ontology O. This problem can be solved by
linguistic methods that use lexical knowledge bases for every NL and is beyond the scope of this
article. Each word from the thesaurus is necessary to link with one of the ontological terms. If the
relationship is lacking the word is considered as a stop-word or marking element (for example,
HTML tag) and should be rejected.

The group of the IR thesaurus words terms connected with one ontological term named the

semantic  bunch R ] —1,n is considered as a single unit:  VpeTg eR;, where
R, ={p e Dy :Term(p) = x; € X}. It allows to integrate processing of semantics of the documents

written in various languages and, thus, to ensure the multilinguistic analysis of the Internet IR.

If user doesn’t define domain ontology O then we consider that user domain of interests has
no restrictions and therefore we don’t remove any elements from IR dictionary: Tz = D, .

Users can generate task thesauri based on IR thesauri by such set-theoretic operations as sum,
intersection, and complement of sets. For example, thesaurus of some domain can be formed as a
sum of thesauri of IRs pertinent to this domain. The weight of term for set sum operation is defined
as a sum of its weight in every IR with the importance of IR sy :

VpeT =T IW(p) =D Wy (p)-s, - If user has to create thesaurus for some subset o domain then
j=1 j=1
operations of set intersection and complement are used.

Select
domain
ontology

Create domain
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J

Select the set of IR

<
Ty
—
[[ Domain
ontologies

hesaurus is
sufficient for
user

Expand thesaurus | |

by IR terms
Task Determ the weight Manually edit
thesaurus of thesaurus terms thesaurus

Figure 4 — Generalized algorithm of task thesaurus generation

The theoretic basis of ontology-based thesaurus generation is semantic similarity estimations.
Semantically similar concepts (SSC) are a subset of the domain concepts that can be joined by some
relations or properties. If domain is modeled by ontology then SSC is a subset of the domain
ontology concepts. There are several ways to build SSC which can be used separately or together.
The user can define SSC directly (manually — by choosing from the set of ontology concepts) or
automatically — by any mechanism of comparison of ontology with description of user current
interests that uses linguistic or statistical properties of this description.
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SSC can join concepts linked with initial set of concepts by some subset of the ontological
relations (directly or through other concepts of the ontology). Each SSC concept has a weight
(positive or negative) which determines the degree of semantic similarity of the concept with the
initial set of concepts. The work [22], [23] are classified methods of semantic similarity measuring
and their software realizations. Methods are grouped by parameters used in estimations and differ
within the groups by calculation of these parameters.

For example, ontology is considered as a directed graph where concepts are interconnected by
universal and domain-specific relations, mainly taxonomic (is-a). The simplest way to estimate SS
between concepts is to calculate the minimum path length that connects the corresponding
ontological nodes using “is-a” relation. The longer path between concepts means the major
semantic distance between them. If we define a path path(c,,c,)=1,,...,I, as a set of links that

connect the concepts ¢, and c, where | path(c,,c,) |=k is the length of this path, then by analysis of

all possible paths between and we can define the semantic distance between them as the minimum
value of this length:
SSgata =Min| path(c,,c,)| )

Despite the simplicity of such estimation, the assumption that different edges of the
ontological graph reflect the same semantic distances which do not always correspond to domain
causes many problems.

Other estimations are based on the analysis of the path between concepts and their depth in
the hierarchy. For example, Wu and Palmer [24], [25] define the SS estimation between the
concepts as follows:

2H
SSyp=——"— 3
YN+ N, —2H ®)
where N, and N, are the number of “is a” relations between ¢, and c, respectively to the lowest

common generic object c;
H is the number of “is a” connections between ¢ and the taxonomy root.

Measures of similarity based on information content [26], [27] determine the similarity of two
concepts is defined as the information content of their lowest common generic object:

SS,. =1S(LCS(c,,¢,)) (4)

SS estimation parameters from various approaches (for example, from (2) - (4)) can be used
for generation of task thesaurus. We can consider such thesaurus as a set of concepts that have
semantic distance from some initial set of concepts greater than some constant.

Conclusions. Unstructured and large amounts of information resources, complex hierarchical
structure of knowledge of the IS domain cause the need to apply ontological analysis to the
processing of Big Data related to information security. Therefore, the application of big data
analysis methods to the construction of ontologies in the domain of IS is justified and appropriate.
The task thesaurus was proposed as a dynamic element of model that is based on domain ontology
that represents more stabile aspects of user interests. Simple structure of task thesaurus provides it’s
fast and efficient processing, and use of domain ontologies for their generation causes to avoid loss
of important information. Semantic similarity estimations provide the theoretical basis for
generation of task thesaurus as a set of concepts similar to user current task. The similarity is an
important and fundamental concept in many fields.

The prospects of automates generation of ontology-based task thesauri depend on accessibility
of pertinent domain ontologies and well-structured, trusted, and actual IRs that characterize user
information needs and interests. Therefore, we can find information resources where such
parameters are defined explicitly and can be processed without additional pre-processing. Semantic
Wiki the where the relationship between concepts and their characteristics are defined through
semantic properties correspond with such conditions.
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AHATOJIIN TJIAJIVH,
KATEPHUHA XAIJIA,
II'OP CYBAY

OHTOJIOTTYHUM MIAXIJA A0 AHAJITUKA BEJIUKUX JAHUX Y JIOMEHI
KIBEPBE3IIEKH

[Hpopmartiitna 6e3neka — quHaMiIYHA cdepa y sSKii MIBUJIKO 3MIHIOTBCS 1 YIOCKOHATIOIOTHCS
SK METOJM 1 3aCO0M 3aXHCTy BiJ 3arpo3, Tak 1 iX JAECTPYKTUBHA CKJIQJ0Ba, L0 € BUKIUKOM IJIf
KOPHCTYBaYiB, OpraHi3aiiii 1 BChOTO CYCIUJIBLCTBA B LUIOMYy. Tomy iH(oOpMaIiiiHi CUCTEMH,
MoB’s13aH1 31 3a0e3neueHHsM KibepOe3rneku MoTpeOyroTh MOCTIHHOTO HAIXOJDKEHHS 3HaHb 5K 13
BHYTPIIIHIX, TaK 13 30BHIIIHIX JPKepen, 00CAT SKUX MOCTIHHO 3pocTae. BBeeHHS HaOOpiB BETUKHUX
naHux y cdepy 3abesneyeHHs KiOepOe3neKkHu BiJIKpUBAa€ MOKIMBOCTI 3aCTOCYBaHS AJIs aHAI3y
JDKEpel, 110 MICTAThH SIK CTPYKTYpOBaHi, Tak 1 HECTPYKTYpOBaHi JaHi. 3aCTOCYBaHHS CEMaHTUYHHUX
TEXHOJIOTi 10 TMOIIYyKYy, BiOOpPY 30BHINIHIX BEIMKUX JaHUX Ta OMKHCY 3HaHb MPO JOMEH
kibepbOe3neku morpedye HOBUX MiAXOIB METOJIB Ta aJTOPUTMIB aHAITUKU BENUKUX AaHuX. Jls
BUOOpY pelieBaHTHUX JAHHUX MPOMOHYETHCS CEMAHTUYHUI aHali3 MEeTaJaHuX, sIKi CYIPOBOIKYIOTh
BEJIMKI JaHi Ta Mo0ya0Ba OHTOJOTIH, sIKi (OpMani3yloTh 3HaAHHS PO METajaHi, Ipo KibepOesneky
Ta Mpo 3a7ady, siKka MoTpedye BHpIMIEHHS, TOOTO 1 e(EeKTHBHOTO BHPINICHHS 3ajadi
CTPYKTYpYBaHHS JaHHX IIiJl 4ac aHaji3y BeNUKuX JaHuX. OCHOBHMMH IiepeBaraMu OHTOJIOTIH €
3IATHICTH 3/11HCHIOBATH CEMaHTHUYHUH MOIIYK, HAJAaHHS 3arajJbHOTO CIIUIBHOTO CIOBHHKA Ta OOMiH
3HAaHHSAMH B O0JIACTI, @ TAKOXK CHPUSHHS CEMAaHTHYHIN 1HTErpalii Ta B3aeMOJil MiXK Pi3HOPITHIUMHU
JDKepeTaMy 3HaHb. B SKOCTI IHCTPYMEHTIB aHai3y NMPOIOHYETHCS CTBOPEHHS Te3aypycy 3aaadi Ha
OCHOBI OHTOJIOT1i JOMEHa, SIKUH Ma€ 3a0e3MeYNTH TEPMIHOJIOTIYHY 0a3y AJsl 1HTerpalii OHTOJIOTiN
pi3HUX piBHIB. JloMeH kibepOe3neku Mae i€papXiuHy CTPYKTYpy, TOMY 1 mofaHHs (HopMaIi3oBaHUX
3HaHb PO HHOI'O NOTPeOye PO3pOOIEHHS 1€papXii OHTOJIOTIH MOYMHAIOYM BiJl BEpXHHOTO PIBHS /10
HIWKHBOTO. J[msi moOymoBM Te3aypycy 3amadi 3amporOHOBAHO BHKOPHCTAaTH aJTOPUTM, IO
N03BOJIUTh 00’eqHaTH 1H(Qopmamiro 13 cTaHgapTiB  1HQopmamiiiHOi Oe3NeKu, BIIKPUTHX
MPUPOJOMOBHUX 1HQOpPMAIITHUX pecypciB, CJIOBHMKIB Ta eHUMKIONeNid. [lns mnomoBHEHHs
CEMaHTUYHUX Mojiele JoMeHy KiOepOe3leKku 3alporoHOBAaHO BUKOPUCTATH CEMaHTHYHO
po3miueni Wiki-pecypcu, 30BHIIIHI T€3aypyCH Ta OHTOJIOTI.

KurouoBi cioBa: anamiTHKa BETUKUX JaHUX, KiOepOesneka, OHTOJIOTIS, Te3aypyc,
HECTPYKTYpPOBaHi JaHi, MeTaaani, WiKi-TeXHOJIOTis, CEeMaHTUYHA MO/{IOHICTb.
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