ISSN 2411-1031. Information Technology and Security. July-December 2016. Vol. 4. Iss. 2 (7)
UDC 004.056.53

SERHII IVANCHENKO,
VITALII BEZSHTANKO,
OLEKSII HAVRYLENKO

STATISTICAL RELIABILITY OF NOISE HINDRANCE FOR ENSURING
PROTECTION AGAINST LEAKAGE OF INFORMATION THROUGH TECHNICAL
CHANNELS

The statistical reliability of the noise hindrance that used to protect the information against
leakage through technical channels is grounded in this paper. It is a component of technical
reliability of information security system and it is defined as the probability that the statistical
characteristics of the studied noise hindrance will not go beyond the permissible limits. The use of
this noise hindrance in security systems will guarantee to act with an effective spectral density,
which will provide the necessary probability of errors and other security indicators in channel of
leakage. Assessment of the effective spectral density is carried out regarding the decisive scheme of
the ideal receiver, which is built on the criterion of Kotelnikov and it includes the following steps:
determination function of correlation of noise process, the verification process on stationary and
ergodicity, its verification on the normal distribution and the calculation of the sought effective
spectral density. Determining the function of correlation of noise process is carried out with so-
called “margin” on the error for the worst case from the point of view of security. Verification of
the process on the temporal homogeneity and ergodic performed using Slutsky conditions. The
resulting statistical reliability of the noise hindrance is the product of the statistical reliability of the
estimates at all stages. It is an indicator of the reliability guarantee and component information
security system as a whole.

Keywords: information, security, risk, information leakage, technical channel of leakage,
noise hindrance, statistical reliability.

One of the tasks of information security, that is identified as strategy of international
standards [1, 2], is to ensure the reliability of its systems of protection, including protection of
information leakage through technical channels [3-5]. The reliability of any system means: its
ability to keep their properties over time and characterize it as the probability of not exceeding the
system parameters in the certain limits. As a rule, the reliability of technical devices is determined
by their ability to perform their functions under temperature, radiation, climate and other specified
conditions of exploitation. The guarantee of non exit the technical parameters from the permissible
limits is a guarantee of serviceability of equipment and the guaranteed execution task with its use.

The reliability of the information security systems, in particular, the protection provided by
engineering and technical facilities, is determined not only by the reliability of an enabled or used
equipment solutions, quality installation, etc. So one of its components (as it can be called) is the
statistical reliability of the factors randomness which is used for protection of natural or artificially
created (factors).

For example, in cryptographic systems such a factor is the random sequence [6], from which
the key generated, but in systems of technical protection of information — noise process is used to
mask hazardous signals in environments distribution. Obviously, under the statistical reliability of
these factors it should be understood that the likelihood of, for example, a process at flow of time it
will remain subordinated predetermined probability distribution law. Acceptable reliability can give
possibility to calculate on the maximum permissible deviations from the desired current and a
corresponding diagnosis of random processes for using them in security systems.

It is known that an idealized white noise should be used to guarantee protection of
information in the best way [7-9]. This is a random process, which is subordinated to the normal
law of probability distribution and has got unlimited distribution of the frequency spectrum.
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Consequently, for such noise hindrance, their instantaneous values in any time intervals are
statistically independent. Their use makes it relatively easy to justify energy conditions in the
environment spread of dangerous signals which guarantee security.

The real noise is not white. Their probabilities distribution has the deviation from the normal
law and the frequency spectrum is not proportional and infinite. As usual a limitation of the
spectrum is entered by intercept receiver and creates a statistical dependence of their instantaneous
values.

Obviously, this can reduce the security of information and requires appropriate consideration
at its evaluation.

Thus, the main objective of the article is to justify statistical reliability of noise interference,
which is used to protect information from leaking by technical channels. They must guarantee the
security and reliability of the protection system.

Supposably there is the noise process n(t), infinitely flowing in time. Let the noise hindrance
diagnosis be carried out by the method described in paper [10]. It is to fulfill the following steps:

1. Determinations in the correlation function of the process of noise:

R(x) :% [none-r)de, (1)

where T — determining the duration of a random process.
2. Checking the process at the stationarity and ergodicity criterion for Slutsky [8]:

iim %j R(x)dr = 0. @)

3. Checking random process on the normal distribution by the criterion of statistical in
goodness of fit ¥, using a the time reading interval: At >z,

At > 1y, 3)
where 7 — is the interval at which instantaneous value of the test noise process can be regarded as
not correlated. In paper [10] it is called interval correlation process.

4. Calculation in the required effective spectral density is fulfilled according formula:
s
— 1 (4)
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where |r¥| — is determinant of the matrix r* the correlation coefficients:
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where k — the maximum number of sequentially selected correlated instantaneous values.
It is defined by:
T
k=]-+ 6
B ®

where rj — is the correlation coefficient;

or? — the standard deviation. For ergodic process it coincides with power.

Let us justify the statistical reliability of the investigated noise interference with its effective
spectral density, which guarantees providing the desired probability of error in the technical leakage
channel in any way dangerous signal processing.
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1. Regarding, the first diagnosis stage, whereon the correlation function of the noise process
is determined, as obviously, the statistical reliability is determined by error in measurement r and
the duration of the studied process. This accounting error of, will provide either with an accurate
measurement of the instantaneous values of physical media, or with the so-called “margin”. If the
accounting error of inaccuracy is carried out for the worst case from the point of view of protection,
the function of correlation can be expressed by the formula:

R(z) = Tl [ '@ =p, It — ) £ p,n'(t —7)]dt =
° (7)

|~

T
[ mon'e-ndr=@p, )
0

where n’(t) — is practically measured value,
pon — relative error of measurement that is determined by the formula:

nt) =n'(t)£An'(t) =1+ p,)n'(t), (8)
where An ’(t) — measurement error,
7 —is interval between instantaneous values, which are measured.

]‘ n'(t)n’(t—7)dr

When you enter a designation p, =2p, pn2 formula (6) takes the form:

R(r)=R'(1)£p.R'(z). 9

For practical use, in view of this approach, the final form of the amendments measured by
correlation function has the form:

R(7) = R'(2) + 0, R (2) = L+ p,,,) R (). (10)

The duration of the investigated noise process also affects the accuracy of the investigated
correlation values. However, as shown in paper [8], increasing of this duration of has a certain limit,
after which on average measurement and calculation accuracy. For use in practical investigations
the indicated boundary may be found experimentally. In this case, obviously, the statistical
reliability of the estimated correlation function is completely determined by the degree of trust to
the acceptable errors of measuring instruments gr which are used.

2. Obviously, in the second stage of noise hindrance diagnosis, where checks for stationarity
and ergodicity are fulfilled, results of a study of the first stage can be used. Determination of the
required duration of the process to enable its study is almost identical to a test for stationarity by
Slutsky and therefore it can be carried out simultaneously. Therefore, the statistical reliability,
which is determined in the first phase, includes the statistical reliability of the test at the second
stage.

It should be noted that in electronics correlation it is considered absent, if it does not exceed
10% dispersions (power) [8] by module. According to the task of this article and calculations in the
first stage of research the absence of correlation can be determined by the formula:

R(z) < p,R(z=0), (12)
where R(z = 0) — is the dispersion (power)of the studied process. Provided its ergodicity of R(z = 0)
=

3. The test noise which process normality of distribution, that takes place on third stage of
diagnosis, it is advisable to carry on the statistical criterion 2, where first of all the permissible
level of trust is gn. It is the probability with which the process can be considered normally
distributed, and hence the probability with which a noise process study, in the part of compliance
with normal distribution law, provide protection condition, that is — reliability.

Check carried out as follows. Suppose that the actual noise n(t) process is similar to the white
noise, for example, which can have a deflection characteristic. Sampling noise process is carried out
fairly large number of independent counting’s which were taken at a time interval At (At> 1)
throughout the duration of the process [11].
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Selective values are converted to numerical form and arranged in ascending order. Value
range is divided into intervals of equal length An so that the values of counting’s that fall into the
range, rounded to one number — quantile and their number determines the frequency of quantile.
The dependence of the values obtained from the frequency of their occurrence, is an approximate
function of the density distribution of a continuous random variable.

Based on the obtained frequencies values it will appreciate the proximity of the real law of the
distribution of the test noise process to normal. Herewith the level of trust qn to such closeness. Let
there is the sampling of N independent observations random variable n with distribution density
o(n). Let’s group the N observations of K intervals An groups so that they in aggregate form a
histogram of frequencies. So, the number of observations, which has got to i — interval, is the
observation i interval — fi. The number of observations that could get into the i — interval, if a true
density of the random variable n was an(n), is the expected i frequency of the interval — F.

Obviously, the difference between observed and expected frequencies in each i-interval is
determined by the difference [fi— Fi.

The total difference of all intervals can be found by valuation differences on the expected
frequency and their summation:

2 < fi_Fi
% =;—( = ). (12)

After selecting the stages of degrees of freedom, which is taken as L = K — 3 [11] values X2,
the hypothesis checking as to normal distribution of the studies random process. Grouping the
sampled values n in i intervals, i = 1, 2, ..n, K and calculating the observed and expected
frequencies, we can find the meaning X2 using the formula (12). Since, each deviation e(n) from
an(n) value X? only grow, it is expedient to use a one-sided criterion at the upper boundary.

Namely, hypothesis about normal distribution is accepted only if:

X<yl (13)

where ¥% o — value is from table y2-distribution of the degrees of freedom L and a level of
significance a.

If X* > (., with significance level o hypothesis w(n) = mo(n) is discarded. If X*>y{

hypothesis taken with the same level of significance.

To check the normality, by criterion consent y?2, as a rule, equal length intervals are used. If
the standard deviation of the sampled data equals s, it is recommended to take the interval length
grouping to An ~ 0,4s. Moreover, the expected frequencies for each interval An have to be enough
large. So, when choosing An it is recommended to fulfill the condition F; > 3, for all intervals. In the
implementation of verification of normality, when the frequency of the boundary meanings
decrease rapidly, it is recommended that F1 and Fx > 3.

Obviously, the level of confidence in such test of real noise interference for normal
distribution is a level of significance: gn = a.

4. The fourth phase focuses on the calculation of effective spectral density using the formula
(4), therefore its statistical reliability is determined by the reliability of the statistical value of No,
which is across the dispersion or. So the correlation coefficients for the formula (4) in the matrix
(5), as already noted, are taken for i = 1, 2, 3, ... with “margin” as a worst case, from the point of
view of security:

1+p,
7 (14)

I, = r(iAt) = R/(iAt)
;
Let us justify the reliability statistical variance or, which will coincide with the statistical
reliability of the spectral density No.
Let purpose there is a real noise process n (t), which meets the requirements for stationary and
ergodicity, verifiable in a second step. Then the value of the spectral density as a function of
frequency equal to:
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dP
Ny(f)= - =oiat (15)

Lets find on sample data nj = n(t), t = .1 + At, medium sample variance s* and will
substantiate procedure for assessment of evolution of the confidence level to the resulting value.
Suppose K samples are given, where j=1, 2,..., K. Then the average of the variance can be
expressed as a ratio [12]:

1 K
s?=——— n, —m)?
K_ljZ::, (n; =) (16)
where N —is the average value of the random variable n:
1
K&

If the random variable n is normally distributed with a mean value p, and variance on? ((un
and on?— true but unknown values, which is necessary to evaluate), then

K
>, (=) =opy, (18)
j=1
where yi — distributed chi-square value k = K — 1 degrees of freedom:
x> =z>+2>+22+..+2} (19)

2 52 52 2 . . . .. . .
where — Z,,2,,23,...,Z; is independent random variables have normal law distribution value with

zero mean and unit variance.
Density distribution probability y? has the form:

o) =[2T(k/2] (5) e, (20)
where r(k/2) — is gamma function.

So, the sample mean dispersion s? can be found by replacing in the right side of formula (16)
by formula (18):

2, 2
SZ — GnXk . (21)
k
If the value s is y2-distribution, for the significance level a<1 the value y%. , a exists a, for
which the probability

ks?
Pl <o J=1-a. (22)
Gn
Hence, the true variance of the investigated noise process will take guaranteed values not
lower than:

ks?

G2 > : 23
o 23)
and the level of confidence:
ks?
q, = Plo; 2 ——]=1-a. (24)

k.o

It is possible to find the value of the spectral density Nok, where k = 1,2,3,... N, for frequencies
f, that are the reciprocals value of these intervals (see fig.1) finding dispersion with different
reading intervals and taking it as the pulse power correspondently.

Interpolation points will allow to receive continuous dependence specified density against the
frequency.

Obviously, as a worst case in terms of ensuring protection of information leakage sources, the
level of confidence of such an assessment of the spectral density of noise hindrance determined by
the minimum variance estimation level over all frequencies:
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2 2
g, =mn q,., (25)
and spectral density will be taken as the minimum value N, = min No ()

So, reasoning of the statistical reliability components of stages diagnosing noise hindrance
was held and actions on the assessment and inspections have been carried out with "margin”, or
with confidence levels, respectively, qr, qn and go. These levels of confidence are the probabilities
of a sequence of independent stages-events, so the probability of all the stages is compatible:

ONoe = Qr N Qo (26)

Gnk )
Gnk—lz Gnk+1

of i 2 fs. ﬂ4ﬂ'ﬂu

Figurel — Graphical representation spectral density of noisy hindrance through a statistically
found variance

The value gnoe is a statistical reliability, which looking for, of the effective spectral density No.. The
latter can be used to evaluate the probability of errors in channels of information leakage [3], and its
statistical reliability can be used as part of the reliability of the entire security system.

So the statistical reliability of noise interference is grounded and used to protect information
from leaking by technical channels. It is supposed that the diagnosis of the noise carried out by
stages: determining noise correlation function of the process, check process on stationarity and
ergodicity, check process on its distribution normality; calculate the required effective noise
spectral density of the process.

The resulting statistical reliability is probability that investigated noise hindrance when using
it will guarantee operating with the effective spectral density Noe. It is guarantee to provide
probability of errors and other security indicators in the information leakage channel.

Statistical reliability of noise hindrance is an index of guaranty and a component of reliability
of the all system information security.
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CEPT'Ti IBAHYEHKO,
BITAJIIN BE3IITAHBKO,
OJIEKCIF TABPUJIEHKO.

CTATUCTUYHA HAJIVMHICTG IIYMOBHUX 3ABAJ JJIsI TAPAHTYBAHHS

3AXHUIIEHOCTI IHOGOPMAIIII BIJl BUTOKY TEXHIYHUMHU KAHAJIAMHA

OOrpyHTOBaHO CTAaTUCTUYHY HaAIWHICTh LIYMOBUX 3aBaj, 0 BUKOPUCTOBYIOTHCS IS

3axucTy iH(popMalii BiJl BUTOKY TEXHIYHMMHU KaHajmamu. llepenbauaerbcs, 10 JiarHOCTYBAaHHS
HIyMYy 3[iHCHIOETHCS 3a eTaraMH: BU3HaueHHs (PYyHKIT KOpessLii IIyMOBOTO MpoLeCcy, MepeBipKu
MPOIECY Ha CTAIlOHAPHICTh Ta EpProJAWYHICTh, IEPEBIPKU MPOIECYy HA HOPMAJIBHICTh HOTO
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pO3MOTY; PO3PAaXyHKY IIyKaHOi €(EeKTUBHOI CHEKTPaIbHOI IIIJILHOCTI IIYMOBOTO TPOIIECY.
OTpumaHa CTaTUCTUYHA HAIIHHICTD € IMOBIPHICTIO TOTO, IO JOCIHIPKEHA IIYMOBAa 3aBaja IMpH il
BUKOPHUCTAaHHI TapaHTOBAHO MISITUME 31 CIEKTPAIHHOIO IIUIBHICTIO Ta 3a0e3levyyBaTuMe B KaHAI
BUTOKY WMOBIPHICTh TIOMWJIKA ¥ 1HIN TOKAa3HUKH 3axUIIEeHOCTi. BoHa rapaHToBaHO
3a0e3nedyBaTiMe B KaHaJli BUTOKY IMOBIPHICTh IMOMMJIKM Ta IHII TOKAa3HUKU 3aXHIICHOCTI.
CraTucTH4Ha HAAIMHICTH NTYMOBOI 3aBaJii € IOKa3HUKOM TapaHTyBaHHS Ta CKJIAJOBOIO HAJIMHOCTI
CHUCTEMH 3aXUCTY iHpOpMAIIii B IIIJIOMY.

Karouosi ciioBa: indopmariisi, Oesneka, pu3nK, BUTOK iHpOpMalii, TEXHIYHUN KaHAJI BUTOKY,
IIyMOBA 3aBa/1a, CTATUCTUYHA HAMIHHICTb.

CEPI'EM MBAHYEHKO
BUTAJINU BE3IITAHBKO,
AJIEKCEUN I'ABPUJIEHKO.

CTATUCTHYECKAA HAJEXHOCTD IIYMOBBIX ITOMEX JJIA
OBECIIEYEHMSA 3AINUMIMEHHOCTH HWH®OPMAIIMM OT VYTEYKU 11O
TEXHUYECKHUM KAHAJIAM

OOGOCHOBaHHO CTaTUCTHUYECKYIO HAJEKHOCTh LIYMOBBIX IOMEX, MCIIOJIb3yEMbIE JUIS 3aIlUThI
UHPOpPMALIUK OT YTEYKH 1O TEXHUYECKUM KaHaimaMm. l[Ipenmonaraercsi, 4TO IUArHOCTUPOBAHHE
IIyMa OCYHIECTBISETCA IO 3TalaM: OmpeaeneHue (YHKIUM KOPPESIMU IIYMOBOTO Ipolecca,
IPOBEPKU IpoLecca Ha CTALMOHAPHOCTh M 3PrOJUYHOCTb, IPOBEPKHU Ipoliecca Ha HOPMAJIbHOCTb
€ro pacopeieNeHus; pacuera HCKOMOW 3((EeKTHBHOW CHEKTPaJbHOM IUIOTHOCTH ULIYMOBOIO
npouecca. [lonmydeHHass cTaTUCTHYECKash HAJEKHOCTh SIBISETCS BEPOSATHOCTBIO TOrO, 4YTO
UCCIIeIOBaHa LIYMOBas IOMeXa IPU €€ MCI0Jb30BaHUM I'apaHTUPOBAHHO OyneT NeiicTBOBaTh CO
CHEKTPAJIbHOM IJIOTHOCTBIO U 0OecrneunBaTh B KaHaje YTEUKHM BEPOATHOCTh OIIMOKU U Jpyrue
NoKa3areiy 3aiuileHHocTd. OHa rapaHTUPOBAHHO 00ecrevrBaeT B KaHAJIE YTEUKU BEPOSITHOCTh
OILIMOKU U ApPpYruec mokas3aTc/ii 3allUIICHHOCTH. CraTtucTuueckas HaJICXKHOCTh HIYMOB0ﬁ IIOMEXHU
SBISIETCA  TOKa3zaTesleM OOeCreyeHMss M COCTABIIAIOUICH HAJeKHOCTH CHUCTEMbI  3alllMTHI
UH(POPMALIUH B LIETOM.

KuroueBble ciaoBa: nHpopmaius, 0€30MacHOCTb, PUCK, yTedKa MH(POpMaLUU, TEXHUYECKUI
KaHaJ yTe4KH, IIyMOBas IOMEXa, CTAaTUCTUYECKAsi HAJIE)KHOCTb.
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Kadeapel 0€30MaCHOCTH TOCYAAPCTBEHHBIX MHPOPMALMOHHBIX pecypcoB, MHCTUTYT crienuaabHON
CBSI3M U 3aIUTHl UH()OPMALIMK HAIIMOHAIBHOTO TEXHUYECKOT0 yHUBepcuTeTa YKpaunsl “KueBckuit
NOJIMTEXHUYECKUH yHUBepcuTeT nMeHu Hropst Cuxopckoro”, Kues, Ykpauna.

Burammiik MuxaisioBud be3dmITaHbKo, KaHIUWIAT TEXHUYECKMX HAYK, HaYaJlbHUK
nabopatopur, MHCTUTYT cCHenManbHOM CBSI3M M 3alIUTHl  MHGOPMALMK  HAIMOHAIBHOTO
TEXHUYECKOro YyHHBepcutera YKpauHbl “KueBckuil NOMMTEXHUYECKUH YHUBEPCUTET HMEHU
Urops Cukopckoro”, Kues, Ykpauna.

I'aBpuiienko AJgexceii BagumoBu4, KaHaAugaT TEXHUYECKHX HaAyK, JOLEHT Kadeapbl
6e3onacHOCTH MH(POPMALMOHHBIX TeXHOJOTHH, HalmoHanbHblid aBUAIlMOHHBIN yHUBEpcUTeT, Kues,
YkpanHna.
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