APPLICATIONS CONTAINERS SECURITY MODEL

It has been established the purpose of container environments for the development, delivery and operation of various types of the software applications. The web and mobile applications have the most widespread use. This is due to the container media’s emphasis on quick loading and installation. Using this method, you can think of the infrastructure as a code and get the benefits associated with it. First of foremost, accelerate the development of software applications, particularly reducing the time between their conception and launch. This is facilitated by the use of download utilities, the deployment of container environments on container virtualization platforms, and the management of software applications. Despite this, the necessity to secure the security of software programs limits the adoption of container systems in practice. This is primarily due to the use of standard approaches based on intrusion detection systems. Features of container environments in relation to real settings were overlooked when they were first introduced. Taking into account the vulnerabilities and dangers of container virtualization platforms, as well as monitoring the processes of container environments given the unique architecture and input load flow, it is important to keep in mind that there are only a few of them. A model for assuring the security of container environments of software programs is proposed to overcome the difficulties of employing intrusion detection systems. It is based on the idea of using system calls of the host system on the example of the Linux operating system. This is because they allow the software applications to interact with the kernel. As a result, users have been identified as the sources of probable intrusions into container environments. Additionally, there are examples of atypical commands for analysis during the execution of system calls. Based on the obtained results, it has been distinguished the stages of intrusion detection and transitions between them. As a result, the Petri net is used to formalize this process. During the intrusion detection, it has been defined by the numerous sets of stages, transitions between stages, relations between stages, and transitions. As a result of the suggested approach, the security aspects of container environments for software applications are possible to be established.
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were first introduced. Among them are taken into account the vulnerabilities and dangers of container virtualization platforms, as well as monitoring the processes of the container environment given its unique design and input load flow. Increase the calculated capabilities of server equipment as necessary as the load on it grows [6].

Therefore, to overcome the challenges of employing systems to detect and prevent intrusions while also taking into account the unique characteristics of container environments, it is proposed to ensure their security based on system calls to the operating system. The primary idea behind this hypothesis is to keep the functioning container environment visible without modifying its architecture (for example, the image of the container, preload libraries, program code). System calls will be logged at the kernel level of the operating system [7]. Therefore, ensuring the security of container environments of software applications is important.

Analysis of recent research and publications. The analysis of security challenges utilizing intrusion detection systems is discussed in [8] - [16]. [8] - [9] provide a generalized description of this process. [10] reveals the necessity of fulfilling the need to identify breaches, particularly in the financial sector. While [11] - [15] focus on the solution of security issues in container settings for software applications. These sources, in particular, support the use of intrusion detection systems. The examination of available sets of rules for detecting possible network assaults [11] is one of the difficulties that has been solved. The use of intrusion detection systems is reduced to notification of atypical activity in this instance. This is accompanied by issues of incompatibility of the established rules. Furthermore, it is possible to add here the usage of the signature method, which necessitates the creation of distinct rules to identify new invasions. In [12] features of formalization of the intrusion detection method are discussed. In particular, attention is paid to the collection and analysis of information at the application level from specific software applications, such as databases, web servers. Intrusions at other levels, such as channel, network, and transport, may not be considered as a result. [13], [14] describe real-time processing of massive data streams and intrusion detection. In particular, there is a demand on the server equipment’s CPUs, especially at high loads. This limits the applicability of this method to container media safety. [15], [16] describe architectural aspects of the use of intrusion detection systems, including the requirement for and drawbacks of decoding traffic for analysis. Among the disadvantages are, for example [16], where high expenses while decrypting SSL, and sensitivity to packet loss.

Therefore, employing intrusion detection systems to ensure the security of container environments for software applications is complex due to the enormous number of factors and actual properties of these environments. For starters, this is owing to the ability to use a lot of operating systems at the same time. As a result, it is linked to a number of loading options, distinguishing access to container environments. Furthermore, a wide range of software should be included among the features. Since these characteristics influence the feasibility and, in particular, the detection of breaches, they are established by constructing a container security model based on system calls.

The aim of this paper is to determine the security aspects of container environments for software programs that rely on operating system calls.

The main material research. A container in a network protocol model is an abstraction at the application level. The packaging of code and related dependencies for downloading software applications characterizes it. This is accomplished by employing a separate operating system instance. A container is a series of containers that forms an isolated environment containing software programs. Fig. 1 [17] shows an example of a representation of its architecture, namely:

1. Physical equipment consists of the server hardware that is used to install and run the operating system.
2. Host system is an operating system (for example, Linux) that distinguishes between containers the technical features (for example, RAM) of server equipment on a logical level.
3. Virtualization software is a client-server application that loads the container image and constructs the container’s environment.
4. Container is a secure environment in which applications run on their own Linux OS.
We outline the functions of chosen components of the container environment of software programs, which are challenging to implement using virtualization approaches, particularly [18]:

1. Containers share the primary host system’s physical resources, with a logical allocation between them (for example, RAM, the hard disk memory).
2. The unification of container creation and start eliminates software faults [19] caused by changes in container environment setup for normal application deployment.
3. You can emulate the operation of distributed computer systems by loading multiple containers at the same time.
4. Containers are designed to suit the needs of end users and developers without the need for cloud-based software deployment. This eliminates the issues that come with different user environment setups.

From a security standpoint, we will have a look at the first purpose of container environments on the list, which is the utilization of physical resources on the main host system. Selecting this option allows you to choose at what point in the interaction between the container and the host system system calls can be tracked and information about probable intrusions can be obtained. This is accomplished by making the kernel of the operating system’s fundamental component [20]. This ensures that software applications have coordinated access to the host system’s resources (for example: processor time, memory and hardware). The kernel also provides file system and network protocol support. It is the lowest level of abstraction of access to physical resources and is the main component of the operating system. At the same time, the kernel gives access to the processes of the corresponding software programs through a method of process interaction and access to the operating system’s system calls. This means that any activity in the container is at first represented by a system call and delivered to the host system’s kernel, and then it launches a process based on the host system’s kernel policies.

Since the host system’s core interacts directly with the hardware, software applications are isolated from the architecture’s features. In addition, the kernel performs input/output tasks (opening, reading, writing, and managing files), as well as the creation and management of processes, and their synchronization, and interaction. These services are available to the software applications via system calls (Fig. 1). This explains why system call containers are used to communicate with the host system. As a result, we can predict that the fewer system calls are available, the lower are intrusions into container environments [21]. The independence from a range of software applications is a distinguishing aspect of such connection with the host system’s core. The reason for this is that system calls define the format of the kernel service requests. The process initiates a request for a specific kernel procedure that is similar to a typical library function call. The kernel executes the request on the process’s behalf and returns the required data to it.

In container settings, all software programs will be needed to use system calls (see Fig. 2). They are made to interact directly with the kernel of the host system, which operates in a privileged mode and has access to the system tables, external device ports, and the memory manager (Fig. 3).
User space commands are executed in the kernel of the host system (for example, Linux) through system calls [22]. So let’s separate the information about system calls, which can be intercepted due to the standard functionality of the Linux operating system, and try to understand the actions of software applications in case of intrusions. To do this, let’s select users, each of which can be considered as a source of probable intrusion and, as a consequence, try to consider their characteristics:

- a system administrator with remote access. In this case, connecting the system administrator to the container environment and performing actions in it is a special case. This is due to the fact that all new installations are due to automated deployment systems. A characteristic feature of such access is authorization and formalization over time. Therefore, when using system calls with unusual metadata that will look like malicious data, the administrator has the opportunity to mark them as a known false positive;
- running of a software application. In this case, it does not need to use system calls with unusual metadata. However, even if someone uses this action, it is possible to add them to the whitelist with the mandatory addition of metadata. They will determine that the challenge is not an invasion;
- the actions that should take place if the host system vulnerability is exploited. In this case, access is not authorized and the execution of system calls with unusual metadata is considered an intrusion. This means that by checking the kernel of the host system for the execution of atypical commands or system calls with atypical metadata, we can make assumptions about the beginning of the invasion.
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Figure 2 – The software application’s interaction with the kernel of the host system
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Figure 3 – A list of system calls that can be used to access application functions
Here are some examples of atypical command execution that should be examined during the system call execution on the host system (on the example of the Linux OS) [23]:
- increased privileges through the usage of privileged containers;
- reading or writing of the service directories, such as /etc, /usr/bin, /usr/sbin;
- the symbolic links;
- the changes of rights of file access;
- an unexpected network connections;
- the changes of access rights;
- an execution of SSH binary files (such as ssh, scp, sftp) during non-working hours;
- the minimal shadow-utils or password modification.

As a result, when software programs interface with the host system’s core via system calls, you can influence a wide range of parameters. It is possible to detect indicators of invasion in its early stages behind them. As a result, when intrusions are identified, the use of system calls is accompanied by certain states and scenarios, particularly transitions from one condition to another. System calls, regardless of software applications, follow the same algorithm, implying that they complete the same steps in both ordinary and abnormal (for example, intrusion-related) operations. In the latter case, when vulnerabilities are exploited, they result in invasions and, as a result, access to the host system’s resources. When the characteristics of system calls are examined in depth, it is possible to characterize the stages and dynamics of software application invasion and detection in the container environment (Table 1).

Table 1 – Intrusion detection stages based on system calls

<table>
<thead>
<tr>
<th>Stages of intrusion detection</th>
<th>Transitions between levels of intrusion detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0$ Call of the applications to the kernel</td>
<td>$t_0$ Reading of the event</td>
</tr>
<tr>
<td>$p_1$ The kernel reads the event</td>
<td>$t_1$ The event execution</td>
</tr>
<tr>
<td>$p_2$ The event is detected</td>
<td>$t_2$ Recognizing of the kernel-level event</td>
</tr>
<tr>
<td>$p_3$ The event message is sent</td>
<td>$t_3$ Sending the event for its validation</td>
</tr>
<tr>
<td>$p_4$ The event has been received for its further validation</td>
<td>$t_4$ Creating the event messages</td>
</tr>
<tr>
<td>$p_5$ An event check request has been made</td>
<td>$t_5$ The event type recognition</td>
</tr>
<tr>
<td>$p_6$ Checking of the event arguments</td>
<td>$t_6$ Performing of the event analysis</td>
</tr>
<tr>
<td>$p_7$ Probable intrusion</td>
<td>$t_7$ The report generation</td>
</tr>
<tr>
<td>$p_8$ The probable intrusion analysis</td>
<td>$t_8$ The report submission</td>
</tr>
<tr>
<td>$p_9$ Reporting of the analysis results</td>
<td>$t_9$ The report formation</td>
</tr>
<tr>
<td>$p_{10}$ The report transmission</td>
<td>$t_{10}$ The report formation</td>
</tr>
<tr>
<td>$p_{11}$ The message is generated</td>
<td>$t_{11}$ Sending a message</td>
</tr>
<tr>
<td>$p_{12}$ The message is sent</td>
<td>$t_{12}$ The message processing</td>
</tr>
<tr>
<td>$p_{13}$ The message is received</td>
<td>$t_{13}$ The conclusion formation</td>
</tr>
<tr>
<td>$p_{14}$ The message is recorded</td>
<td>$t_{14}$ The data logging</td>
</tr>
</tbody>
</table>

It is feasible to formalize the process of detection of intrusions into the container environments of software programs based on the stages and dynamics of the invasions. We employ the Petri nets [24] as a mathematical tool to accomplish this. This is owing to the fact that they may be used to describe dynamic discrete systems that are made up of a series of parallel interacting processes. After that, let’s consider the table. The following is the definition of the Petri net:

$G = \{P, T, F\}$,

where $P$ – is the set of intrusion detection stages, $P = \{p_i\}, i = 1,14$;

$T$ – is the set of transitions between intrusion detection stages, $T = \{t_j\}, j = 1,14$;
\( F \) – is the incidence function, which shows the link between the elements \( P \) and \( T \), for example, Fig. 4.

Figure 4 – A portion of a picture depicting the Petri net’s detection of incursions into the container environment of software applications

**Conclusions.** As a result, the idiosyncrasies of their utilization play a major role in maintaining the security of container environments for software applications. For example, the shared use of the host system’s physical resources, the centralized construction and launch of software applications in container environments, and the simultaneous operation of multiple containers on a single host system are all examples. They make it more difficult to employ typical methodologies based on intrusion detection systems to ensure the security of container environments for software applications. Taking into consideration system calls overcomes this issue. This helps you to detect invasions while they are still in the planning stages. In the spotlight of this, it has been provided a methodology for assuring the security of software application container environments. It is based on the Petri nets mathematical equipment. This is owing to the fact that they may be used to model dynamic discrete systems. As a result of the suggested model, it will be feasible to determine the security aspects of software application container environments.
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СПИСОК ВИКОРИСТАНИХ ДЖЕРЕЛ


ОЛЕКСІЙ МІСНІК

МОДЕЛЬ ЗАБЕЗПЕЧЕННЯ БЕЗПЕКИ КОНТЕЙНЕРНИХ СЕРЕДОВИЩ ПРОГРАМНИХ ЗАСТОСУНКІВ

Встановлено призначеність контейнерних середовищ для розроблення, доставлення і експлуатування програмних застосунків різних типів. Серед цих типів найбільш поширеним використанням є веб, так і мобільні застосунки. Це обумовлено орієнтованістю контейнерних середовищ на їх більш швидке завантаження та встановлення. Використання такого підходу дозволяє розглядати інфраструктуру як код і отримувати пов'язані з нею переваги. Насамперед припинити розроблення програмних застосунків, зокрема, зменшити час між їх написанням і запусканням. Цьому сприяє розгортання контейнерних середовищ на платформах контейнерної віртуалізації, використання утиліт завантаження і керування програмними застосунками. Однак, незважаючи на це використання контейнерних середовищ програмних застосунків на практиці обмежується ускладненістю забезпечення їх безпеки. Насамперед це пов'язано з використанням типових підходів на основі систем виявлення вторгнень. При їх впровадженні поза увагою залишаються особливості використання контейнерних середовищ порівняно з фізичними. Серед них виокремлюються вражування уразливостей і загроз платформ контейнерної віртуалізації, перевіріння процесів контейнерних середовищ з огляду на особливості їхньої архітектури та вхідного потоку навантаження. Для подолання складностей використання систем виявлення вторгнень запропоновано модель забезпечення безпеки контейнерних середовищ програмних застосунків. За її основу взято ідею використання системних викликів хост системи на прикладі операційної системи Linux. Це пов'язано з тим, що через них відбувається взаємодія програмних застосунків з ядром. Тому відібране користувачів як джерел вірогідних вторгнень у контейнерні середовища. Крім того наведено приклади нетипових команд для аналізу ваших протягом виконання системних викликів. На основі отриманих результатів виокремлено етапи виявлення вторгнень і переходи між ними. Як наслідок, формалізовано процес мережу Петрі. Її визначено сукупністю множин етапів, перехідів між етапами, відношень між етапами та переходами протягом виявлення вторгнень. Тож на основі запропонованої моделі стало можливим встановлення особливостей забезпечення безпеки контейнерних середовищ програмних застосунків.

Ключові слова: програмний застосунок, контейнерне середовище, безпека, виявлення вторгнень, система виявлення вторгнень, системні виклики.
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